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SUMMARY

Taking advantage of the observations collected during the Fronts and Atlantic Storm-Track EXperiment
(FASTEX), three FASTEXmidlatitude cloud systems are simulated with three state-of-the-art, mesoscale, limited-
area models (the Met Of� ce’s Uni� ed Model (UM), Met Éireann’s High Resolution Limited Area Model
(HIRLAM), and the French Laboratoire d’Aérologie research modèle de Méso-échelle Non-Hydrostatique (Méso-
NH)), at an 11 km horizontal resolution and with about 50 vertical levels. The dynamical, thermodynamic,
cloud and precipitation � elds obtained from these numerical integrations are then intercompared and validated
against various observational sources, including radio- and dropsondes, satellite radiometer, and rain-gauges.
The similarities and the de� ciencies of the three models are summarized in the paper. After this validation
work, the mesoscale � elds are degraded in resolution, so that they can be directly compared with the outputs of
300 km resolution simulations, run with Météo-France’s atmospheric general-circulation model (AGCM) Action
de Recherche Petite Echelle et Grande Echelle (ARPEGE). The deviations between the upscaled mesoscale
models and the coarse AGCM turn out to be signi� cant and highly dependent on the location relative to the
storm, with, in particular, a large contrast between the trailing cold region and the warm sector with thick layer
clouds, suggesting the existence of some de� ciencies in the AGCM.

KEYWORDS: FASTEX Mesoscale simulations Upscaling

1. INTRODUCTION

In recent years, the correct representation of cloud-related processes and their
various effects on the environment has proven to � gure among the key issues for
properly simulating the Earth’s climate by means of atmospheric general-circulation
models (AGCMs). The interaction of cloud systems with the rest of the atmosphere
is mainly active through condensational heating, radiation, and precipitation. Besides,
previous studies have also suggested that the current coarse-resolution AGCMs should
include some parametrizations of the bulk effects of subgrid-scale circulations, such
as the ones encountered in the frontal zones of midlatitude synoptic cyclones (e.g.
Szeto and Guan 2000). Note that throughout this paper the term ‘resolution’ will stand
for the ‘grid spacing’ of a given model. One approach to isolating the de� ciencies of
AGCMs consists of comparing coarse-resolution AGCM simulations of some selected
meteorological event with some high-resolution simulations of the same event, averaged
over the AGCM resolution, and obtained from one or several limited-area models
(LAMs). Of course, in such a method it is essential, as a � rst step, to intercompare and
to validate the simulations obtained from the high-resolution models. This strategy was
applied by Ryan et al. (2000) to the case of an Australian extratropical cloud system,
the high-resolution runs being provided by a set of cloud-resolving and limited-area
models, with 5 and 20 km horizontal resolutions, respectively. An intercomparison of
regional mesoscale models at various resolutions in the case of an explosive oceanic
cyclogenesis, was also performed by Gyakum et al. (1996), who showed that the main
improvement on the simulated mass, wind, and precipitation � elds was obtained when
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the horizontal resolution was enhanced from 100 km to 50 km. They also indicated that
a further increase of the resolution did not lead to a substantial improvement of the
forecasts. However, going down to a 10 km resolution should bene� t from the more
explicit representation of small-scale phenomena.

As part of the FASTEX¤ Cloud System Study (FASTEX-CSS) European project,
the � nal aim of our study was to compare simulations of extratropical winter cloud
systems which were obtained with a coarse-resolution (300 km) AGCM, on the one
hand, with high-resolution (11 km) simulations obtained with three mesoscale LAMs,
on the other hand. Prior to the � nal upscaling procedure which was applied to the
mesoscale simulations, they were intercompared and validated against the observations
collected in January and February 1997 over the North Atlantic, during FASTEX.

Section 2 is devoted to the general set-up of the experiments, including a description
of the three studied cloud systems, an overview of the models, and a summary of the
data that were used in the validation procedure. In section 3, � rst, the forecast standard
dynamical and thermodynamic � elds are intercompared and validated against sonde
observations. Secondly, a similar account focuses on clouds and precipitation, which
includes a validation against Meteosat data and rain-gauge measurements. This section
ends with the presentation of global heat budgets computed from the high-resolution
runs. Section 4 compares 300 km resolution � elds from the Action de Recherche Petite
Echelle et Grande Echelle (ARPEGE) AGCM with the corresponding � elds from the
mesoscale models, after their averaging at the AGCM coarse resolution. An attempt
to relate the resulting deviations to the location relative to the storm is then presented.
Section 5 outlines the conclusions of the paper.

2. PRESENTATION

(a) The studied cases
The three cases which were simulated with the mesoscale models, were selected

from among the 19 Intensive Observing Periods (IOPs) of midlatitude cloud systems
during the FASTEX � eld campaign in January and February 1997 over the North
Atlantic (see Joly et al. 1999). An atlas of meteorological maps and satellite pic-
tures describing the two months of FASTEX can be found at the FASTEX website
(http://www.cnrm.meteo.fr/dbfastex/, November 2002). IOPs 11, 16 and 17 were cho-
sen because they correspond to winter cloud systems associated with intense lows, and
include excellent observational coverage by the � eet of FASTEX aircraft.

The IOP 11 case was a cyclone that formed over the east of North America on
3 February 1997, then intensi� ed while crossing the Atlantic, and � nally passed north
of the British Isles on 6 February 1997. This cyclone shows two features that were
highlighted by the FASTEX project: on one hand, a ‘complex life cycle’, meaning that
the cyclone underwent several distinct phases of development, and on the other hand,
cyclogenesis by splitting. IOP 11 is the best illustrated example in the overview of the
FASTEX cases proposed by Baehr et al. (1999).

IOP 16 started as a wave that rapidly deepened beneath the moving end of a jet
streak, from 0000 UTC 17 February 1997, in the middle of the North Atlantic, until
0600 UTC 18 February 1997, east of Iceland. Most of its life cycle took place in the
eastern half of the North Atlantic storm track, within reach of the FASTEX turboprop
aircraft that captured the early stage of its development. In particular, its associated
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cloud system passed over the British Isles on 17 February 1997, and its well developed
cloud head and dry intrusion were sampled in detail by the FASTEX aircraft.

IOP 17, which has often been referred to as the ‘FASTEX cyclone’, was a well
sampled cyclone, characterized by a complex life cycle. It was initiated mainly through
the barotropic in� uence of a pre-existing surface low located close to the Great Lakes
on a baroclinic zone over the western North Atlantic (Arbogast and Joly 1998). The � rst
explosive deepening (¡35 hPa day¡1) was observed at 1800 UTC 17 February 1997.
The second phase of intensi� cation occurred at 1200 UTC 18 February 1997. Mallet
et al. (1999) showed that, during this phase, diabatic processes took over the baroclinic
development, leading to a decoupling of the altitude and surface disturbances, and a
splitting of the upper-tropospheric jet streak. The strongest deepening (¡64 hPa day¡1)
was observed at 1200 UTC 19 February 1997, while crossing the jet, and the minimum
surface pressure (941 hPa) was reached at 0000 UTC 20 February 1997, over the
Norwegian Sea. More details on the life cycle of IOP 17 can be found in Cammas et al.
(1999) and Mallet et al. (1999).

It should be noted that for the sake of brevity, � eld maps will be shown for IOPs 11
and 16 only, while more synthetic statistical results will be presented for all three cases.

(b) The mesoscale models
Three FASTEX research groups agreed to run their own mesoscale limited-

area models for simulating the two selected cases: the Met Of� ce with the Uni� ed
Model (UM, hereafter), Met Éireann with the High Resolution Limited Area Model
(HIRLAM), and the Laboratoire d’Aérologie with the French research modèle de Méso-
échelle Non-Hydrostatique (Méso-NH). Table 1 summarizes the main parametrizations
and technical characteristics of the three mesoscale models; Météo-France’s global
model ARPEGE which will be referred to in section 4, has also been included in the
table. Any further details on each model can be found in the bibliographical references
cited in Table 1.

(c) Set-up of the simulations
In order to get a good compromise between computational cost and the ful� lment

of technical constraints inherent in limited-area modelling, the size of the integration
domain, the target resolution and the duration of the mesoscale simulations were set to
1500 km £ 1500 km, approximately 11 km, and 12 hours, respectively. Such con� gura-
tion ensured that, for each of the three FASTEX cases, the cloud system of interest was
located within the LAM domain throughout the 12-hour integration. It should be noted
that some earlier simulations obtained from the UM on FASTEX cases indicated that
increasing the forecast length up to 18 hours and enlarging the integration domain with
a coarser resolution (24 km) did not lead to qualitatively different forecasts, especially
in terms of the large-scale structure of the cloud � elds. This suggested that longer sim-
ulations would not signi� cantly change the structure of the forecast errors. The results
of these experiments as well as the desire to obtain a useful three-dimensional (3D)
maximum-resolution database for the selected extratropical cloud systems dictated our
� nal choice for the resolution and the forecast length mentioned above.

Since, as part of the FASTEX project, re-analyses of the two months of the � eld
campaign were obtained from the four-dimensional variational (4D-Var) assimilation
system that recently became operational in Météo-France’s global ARPEGE model
(Desroziers et al. 1999) these data were used as initial and boundary conditions in
the three LAMs. This ARPEGE 4D-Var re-analysis dataset has the great advantage
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of including most of the non-conventional observations which were deployed during
FASTEX over the North Atlantic, such as dropsoundings, enhanced radiosoundings
from land stations and FASTEX ships, as well as buoy measurements. The re-analysis
datasets provided to the mesoscale modellers had a horizontal resolution of about
50 km over the North Atlantic area, which is consistent with the � nest length-scales
resolvable with Météo-France’s current 4D-Var assimilation procedure. The basic re-
analysed � elds were temperature, wind, and speci� c humidity, available on the standard
ARPEGE 31 ¾–P vertical levels, as well as surface pressure and surface temperature.

Given that early 11 km LAM simulations which were directly initialized from
the 50 km resolution re-analysis data, led to unsatisfactory results due to the effects
of boundary relaxation on the propogation of the simulated cloud system, the choice
was made to apply a nesting method. Therefore, for both UM and HIRLAM, starting
from the re-analysis, an intermediate run (approximately 22 km resolution) was � rst
performed over a larger domain that encompassed most of the North Atlantic. In turn,
the 22 km outputs could then be used as initial and boundary conditions for completing
the expected 11 km simulations. For Méso-NH, a slightly different, single-step, two-
way nesting technique is used (Stein et al. 2000). In this approach, the intermediate-
resolution (22 km) and the high-resolution (11 km) models are run simultaneously
to allow a two-way interaction. The intermediate-resolution model is driven by the
3-hourly ARPEGE re-analysis, whereas the high-resolution model receives its boundary
conditions directly from the coarser model at every time step. A permanent interaction
between the two models is thereby obtained in a single step.

(d ) Validation data
The observational datasets which were looked at in the present study are listed

below. For each data type, an abbreviated name and the practical horizontal resolution
of the dataset is mentioned:

² Meteosat brightness temperatures (BT) in the infrared (IR, 7.5 km) and water
vapour (WV, 5 km) channels. Thanks to the radiative-transfer model originally
developed by Morcrette (1991), it was possible to compute simulated BTs in the
Meteosat IR- and WV-frequency windows from the model � elds, after some slight
adaptation to the grid geometry used in this intercomparison. It must be noted
that such retrievals include the radiative effect of the forecast cloud condensate
(Roca et al. 2000). Chaboureau et al. (2000) gives an example of the application
of Morcrette’s radiative model to a FASTEX case.

² Measurements of temperature, wind, and relative humidity, provided by the
radiosounding conventional network.

² Similar data obtained from the dropsondes that were released from the UK C-130
and National Oceanic and Atmospheric Administration (NOAA) Gulfstream IV
aircraft during FASTEX IOPs.

² Surface precipitation measurements from the UK and Irish conventional observing
networks.

² Radar data from the X-band radar installed on board the NOAA P3 aircraft.
² Airborne in situ two-dimensional cloud (2D-C) probe measurements of cloud

water: since the work by Forbes et al. (2000) demonstrated that trying to validate
the simulated cloud condensate against such observations was rather inconclusive,
no further attempt was carried out here.

It should be noted that some radiosonde and dropsonde data were assimilated inside
the §3-hour assimilation window of the ARPEGE 4D-Var analysis in order to provide
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the initial conditions for the mesoscale runs. To avoid any problem of dependence, only
later sonde data were used in the validation of the mesoscale forecasts.

3. MESOSCALE MODEL RESULTS

(a) Standard meteorological � elds

(i) Model intercomparison. The � rst intercomparison to be presented here, will focus
on the ability of the three mesoscale models to simulate the standard dynamical and
thermodynamic � elds that describe the large-scale features of the � ow.

To give a � rst overview of each simulation, Fig. 1 shows the 12-hour forecast
mean-sea-level pressure (MSLP) and 850 hPa relative vorticity for the three models,
and for IOPs 11 and 16. Figure 2 displays the 12-hour forecast of 300 hPa wind speed,
superimposed onto the 850 hPa equivalent potential-temperature � eld (µe).

In the simulations of IOP 11, Figs. 1(a)–(c) point out patterns in the 850 hPa
vorticity and MSLP � elds that are consistent among models. In particular, the low is
only slightly deeper when simulated by either Méso-NH or HIRLAM (978 hPa), than
with UM (981 hPa). The three models simulate the same three main bands of positive
vorticity, but the maximum values of this � eld are much larger in HIRLAM than in
Méso-NH, and higher in Méso-NH than in UM. The � rst vorticity band (B1) which
stretches from the south-west of the domain to the centre of the low, is associated with
the cold front, labelled (CF) in Fig. 2(a) The second stripe (B2) which runs from the
centre of the low up to the north-eastern corner of the domain, corresponds to the
remnants of a former cold front. A third band (B3) that bends eastwards away from
the MSLP minimum, is associated with the warm front, labelled (WF) in Fig. 2(a).
The vorticity � eld exhibits a higher spatial variability in Méso-NH than in HIRLAM,
and in HIRLAM than in UM. This is related to the use of different coef� cients in the
numerical diffusion scheme, but also to the non-hydrostatic formulation of Méso-NH.
Figures 2(a)–(c) also show that the maximum 300 hPa wind speed is higher in Méso-
NH (80 m s¡1) than in UM (75 m s¡1) and HIRLAM (71 m s¡1). Furthermore, it is
noteworthy that a break appears in the middle of the jet streak simulated by all models
(label JB in Fig. 2(a)), which separates a secondary maximum of wind speed in the
south-west, from the main maximum located further north (around 58±N). This � ow
pattern at 300 hPa could not be detected in the 4D-Var FASTEX re-analysis (not shown),
but previous studies have demonstrated that such a double structure of the jet originates
from an enhancement of the ascent by diabatic processes (e.g. Mallet et al. 1999). The
northernmost jet streak can be seen as an out� ow jet, labelled OJ in Fig. 2(a), that
caps the slantwise ascent above the core of the developing low (Cammas et al. 1999).
The calculation of the non-divergent wind component at 300 hPa (not shown) revealed
the existence of a clear minimum value at the location of the jet break. This suggests
that the double jet structure is primarily related to the strengthening of the gradient of
potential vorticity at the tropopause downshear from the heating, and not directly to the
divergence. The fact that the double jet structure is present in the mesoscale runs, but
not in the re-analysis, could very well be the consequence of the enhanced horizontal
and vertical resolutions used in the LAM simulations.

For IOP 16, Figs. 1(d)–(f) reveal the presence of three simulated main bands of
signi� cant positive relative vorticity at 850 hPa, in all three models. The � rst band (B1),
which coincides with the simulated cloud head (label CH in Fig. 2(d)), as illustrated
further down, has its maximum in the vicinity of the MSLP local minimum at point
(57±N, 15±W). This local minimum is slightly lower with Méso-NH (961 hPa) than
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Figure 1. 12-hour forecast 850 hPa relative-vorticity and mean-sea-level pressure (MSLP) � elds for FASTEX
IOP 11 (left column) and IOP 16 (right column), from UM ((a) and (d)), Méso-NH ((b) and (e)), and HIRLAM
((c) and (f)). Contour interval for MSLP is 2.5 hPa, while for relative vorticity, the plotted isolines correspond
to ¡50, ¡30, ¡10, ¡5, 5, 10, 30, 50, 100 and 200 (£10¡5 s¡1). Darker and darker grey shading shows regions
where vorticity increases from 5 £ 10¡5 s¡1 . Labels B1, B2, and B3 point to the vorticity bands described in the

text. See text for explanation of acronyms.



1848 P. LOPEZ et al.

2
80

28
0

285

28
5

290

29
0

295

295

29
5

3 0
0

300

30
0

30
0

30
5

3
0

5

30
5

3 0
5

31
0

31
0

65
65

65

65

65

48 ON

50 ON

52 ON

54 ON

56 ON

58 ON

60 ON

62 ON40OW

40 OW

38OW

38OW

36OW

36OW

34OW

34OW

32OW

32OW

30OW

30 OW

28OW

28OW

26OW

26 OW

24 OW

24 OW

22 OW

22OW

20OW

20OW

18OW

18OW

16OW

16 OW

14OW

14OW

12 OW

12OW

10 OW

10 OW

8OW

8OW 6OW

6OW

4OW

4OW

2OW

2OW

0O

0O

OJ

JB
WF

CF

29
0

290

295 29
5

300

30
0

300

30
0

305

30
5

30
5

30
5

310

31
0

70

70

70

90

90

46ON

48ON

50ON

52ON

54ON

56ON

58ON

60ON
32OW

32OW

30OW

30OW

28OW

28OW

26OW

26 OW

24OW

24OW

22OW

22OW

20OW

20OW

18OW

18OW

16OW

16OW

14OW

14OW

12OW

12OW

10OW

10OW

8OW

8OW

6OW

6OW

4OW

4OW

2OW

2OW 0O

0O

2OE

2OE

4OE

4OE

6OE

6OE

CF

WF

CH

275

28
0

280

285

285

285

285

290

29
0

295

295

29
5

3 0
0

30
0

30
0

30
0

3 0
0

30
5

30
5

30
5

30
5

31
0

31
0

31
0

31
0

65

65

48 ON

50 ON

52 ON

54 ON

56 ON

58 ON

60 ON

62 ON40OW

40 OW

38OW

38OW

36OW

36OW

34OW

34OW

32OW

32OW

30OW

30 OW

28OW

28OW

26OW

26 OW

24 OW

24 OW

22 OW

22OW

20OW

20OW

18OW

18OW

16OW

16 OW

14OW

14OW

12 OW

12OW

10 OW

10 OW

8OW

8OW 6OW

6OW

4OW

4OW

2OW

2OW

0O

0O

29
5

295

29
5

300
30

0

30
0

3
00

30
5

30
5

31
0

31
0

70

70

70

90

90

46ON

48ON

50ON

52ON

54ON

56ON

58ON

60ON

32OW

32OW

30OW

30OW

28OW

28OW

26OW

26 OW

24OW

24OW

22OW

22OW

20OW

20OW

18OW

18OW

16OW

16OW

14OW

14OW

12OW

12OW

10OW

10OW

8OW

8OW

6OW

6OW

4OW

4OW

2OW

2OW 0O

0O

2OE

2OE

4OE

4OE

6OE

6OE

290

29
0

295

295

29
5

3
0 0

300

30
0

30
5

30
5

30
5

31
0

3 1
0

31
0

60

60

6 0

60

60

70
70

48ON

50ON

52ON

54ON

56ON

58ON

60ON

62ON0OW

40OW

8OW

38OW

6OW

36OW

4OW

34OW

32OW

32OW

30OW

30OW

28OW

28OW

26OW

26OW

24OW

24OW

22OW

22OW

20OW

20OW

18OW

18OW

16OW

16OW

14OW

14OW

12OW

12OW

10OW

10OW

8OW

8OW 6OW

6OW

4OW

4OW

2OW

2OW

0O

0O

29
0

290

29
5

29
5

29
5

300

300

3
00

305

30
5

30
5

310

310

31
0

70

70

70

90

90

46ON

48ON

50ON

52ON

54ON

56ON

58ON

60ON
32OW

32OW

30OW

30OW

28OW

28OW

26OW

26OW

24OW

24OW

22OW

22OW

20OW

20OW

18OW

18OW

16OW

16OW

14OW

14OW

12OW

12OW

10OW

10OW

8O W

8OW

6OW

6OW

4OW

4OW

2OW

2OW 0O

0 O

2OE

2OE

4 OE

4OE

6OE

6OE

Figure 2. Same as Fig. 1 but for 12-hour forecast 850 hPa equivalent potential temperature (µe) and 300 hPa
wind speed. Only values of wind speed exceeding 60 m s¡1 are shown, with an interval of 5 m s¡1 for IOP 11 and
10 m s¡1 for IOP 16. Isotherms are drawn every 5 K, with a grey shading for values above 300 K. Labels CF, WF,
JB, OJ, and CH, respectively, stand for cold front, warm front, jet break, out� ow jet, and cloud head, mentioned

in the text.
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with UM and HIRLAM (963 hPa). A second band (B2) is clearly associated with the
cold front (label CF in Fig. 2(d)), which looks sharper in UM and HIRLAM than in
Méso-NH. However, this band exhibits a more zonal orientation in HIRLAM then in the
two other models, in relation to a corresponding orientation of the isolines of equivalent
potential temperature (Fig. 2(f)). A less organized and weaker third band (B3) associated
with the warm front ahead of the system (label WF in Fig. 2(d)) affects Scotland and
the north of Wales. Lastly, the simulated 300 hPa jet streak has a substantially stronger
core in Méso-NH (100 m s¡1), than in UM and HIRLAM (94 m s¡1), but the structure
of the jet streak is very similar in all models.

In order to obtain a more general insight into the variability among the three
models, Fig. 3 displays vertical pro� les of the mean and root mean square (r.m.s.)
differences between each pair of models for temperature, speci� c humidity and wind, for
IOP 11, at 0000 UTC 6 February 1997. Figure 4 shows the same statistics for IOP 16,
at 1200 UTC 17 February 1997. It should be underlined that such an intercomparison
does not allow the actual skill of each model to be judged. The two cases selected for
plotting very clearly exhibit some common features. As for temperature, the average
absolute deviations remain smaller than 1 K throughout the troposphere. In both cases
UM is slightly warmer than Méso-NH inside the planetary boundary layer (PBL), but
colder by up to 0.5 K in all layers between 850 hPa and the tropopause. At the same
time, HIRLAM is substantially warmer than the two other models by up to 1 K between
600 hPa and the surface. HIRLAM is also signi� cantly colder than Méso-NH between
600 hPa and the tropopause. In terms of speci� c humidity, HIRLAM is clearly much
drier than the two other models in the lowest part of the troposphere, while UM and
Méso-NH do not differ by more than 0.1 g kg¡1, even close to the surface. For the
wind speed, Fig. 3(c) and Fig. 4(c) indicate that Méso-NH produces stronger winds than
UM and HIRLAM, especially inside the PBL. This difference will be demonstrated, by
comparison with observed soundings, to be largely an overestimation by Méso-NH.

For two given models, the r.m.s. difference includes contributions from both their
mean difference and their spatial covariance. For temperature, the r.m.s. differences
range between 0.6 and 1.4 K for both cases examined in Fig. 3(d) and Fig. 4(d). As
regards speci� c humidity, the r.m.s. differences follow the natural decrease of this
� eld with height, with values reaching 0.5 g kg¡1 close to the surface. In the IOP 16
case, the large differences between HIRLAM and the two other models inside the PBL
clearly enhance the corresponding r.m.s. differences by up to 0.85 g kg¡1. For wind,
the r.m.s. differences are of the order of 3 m s¡1, with somewhat higher values for
Méso-NH versus HIRLAM. Again, as mentioned earlier, no conclusions on possible
model de� ciencies can be inferred from such an intercomparison, without referring to
observations.

(ii) Validation against sondes. A rather systematic validation of the mesoscale models
against soundings collected during FASTEX was, therefore, carried out for the three
studied IOPs. These data included 12-hourly radiosoundings from the conventional
observing network, but also enhanced-frequency FASTEX radiosoundings from land
stations and ships, as well as dropsoundings performed by the � eet of FASTEX aircraft
(Joly et al. 1999). The model � elds were interpolated at the exact geographical and
vertical location of each measurement point, thereby obtaining a set of simulated vertical
soundings, valid at simulation times of C6, C9, and C12 hours. For the sake of time
consistency, only soundings available within less than one hour from the model forecast
times, were retained in the statistical calculations. To further synthesize the results,
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Figure 3. Mean (top) and root mean square (bottom) differences between each pair of mesoscale models, for
temperature ((a) and (d)), speci� c humidity ((b) and (e)), and wind speed ((c) and (f)), for FASTEX IOP 11:
UM minus the Méso-NH (solid line), UM minus HIRLAM (dotted line), and Méso-NH minus HIRLAM (dashed
line). Units are, respectively, K, g kg¡1 , and m s¡1 . Statistics apply to the 12th hour of the simulation, initiated at

1200 UTC 5 February 1997. See text for explanation of acronyms.

the troposphere was divided into three layers (200–500 hPa, 500–800 hPa, and 800–
1000 hPa), in such a way that the available total number of measurements was large
enough (several hundred points), and similar among layers. The mean biases and r.m.s.s
of the deviation model–observation could then be computed. Figure 5 displays the
resulting r.m.s. versus bias for the three IOPs and the three models, for the three selected
tropospheric layers, and for four observed variables: temperature, speci� c humidity,
wind direction, and wind speed. It should be recalled here that the sonde measurements
are assumed to be unbiased, and that their expected accuracy for temperature, wind
direction, and wind speed is in the order of 0.5 K, 5 degrees, and 1 m s¡1, respectively.
For speci� c humidity, it seems reasonable to assume a relative accuracy of about
10%. Bearing these values in mind will help to assess the level of signi� cance of the
model versus observation statistics, presented in Fig. 5. Note that in such a validation
procedure, based on sparse soundings, differences between model and observations can
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Figure 4. Same as in Fig. 3, but for FASTEX IOP 16. Statistics apply to the 12th hour of the simulation, initiated
at 0000 UTC 17 February 1997.

arise from systematic biases, but also from spatial mismatches in regions with strong
horizontal gradients.

A careful examination of Fig. 5 clearly points out the main model discrepancies
with respect to observations. For the three selected cases, Méso-NH tends to be signi� -
cantly warmer than the observations in the upper troposphere, while UM and HIRLAM
agree with the sondes to better than 0.5 K above 500 hPa. This is consistent with the
deviations displayed in Fig. 3(a) and Fig. 4(a). In the 500–800 hPa layer, the model
biases are mainly case dependent: cold for IOP 16, and warm for IOP 17. For IOP 11, all
models agree with the soundings within 0.5 K. In the lower troposphere, the agreement is
also fairly good, except for HIRLAM which exhibits a signi� cant warm bias in the case
of IOP 11 and IOP 17. This temperature bias exceeds 1 K for IOP 11, which supports
the results of the intercomparison. The speci� c-humidity biases in the 500-800hPa layer
turn out to be case dependent, all models being signi� cantly too dry for IOP 16, almost
neutral for IOP 11, and signi� cantly too moist for IOP 17. Inside the PBL, HIRLAM
tends to be slightly too dry, while UM and Méso-NH are usually on the moist side,
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Figure 5. Statistical validation of mesoscale models (see text) against radio- and dropsoundings of temperature
(� rst row), speci� c humidity (second row), wind direction (third row), and wind speed (fourth row), within
three layers of the troposphere: 200–500 hPa (left column), 500–800 hPa (central column), and 800–1000 hPa
(right column). Root mean square (r.m.s.) model to observation deviations are plotted versus model¡observation
mean biases, for Fronts and Atlantic Storm-Track EXperiment Intensive Observing Periods (IOPs) 11, 16 and 17.

The main legend indicates the symbols used for each pair of model and IOP.
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except for IOP 17. Although the latter biases lie within the observational accuracy, they
look consistent with the curves of Fig. 3(b) and Fig. 4(b).

As regards wind direction, the absolute value of the bias is below 6 degrees
everywhere for all models. The most signi� cant negative biases are obtained at midlevels
for IOP 16 for all three models, as well as for UM in the case of IOP 11. It is worth
noticing that the r.m.s. deviations in the midtroposphere are roughly twice as large
for IOP 17 as for IOP 16, and even larger for IOP 11 with UM and Méso-NH. The
latter difference is attributable to the marked wavy aspect of the midlevel � ow in the
IOP 11 (see Fig. 1) and IOP 17 (not shown) cases, which implies an enhanced spatial
variability of wind direction and, therefore, a higher probability of local mismatches
between model and observations.

All models usually underestimate the wind speed in the upper troposphere, very
signi� cantly in the IOP 11 case. On the contrary, in the midtroposphere, UM and Méso-
NH rather signi� cantly overestimate wind speed by roughly 1 m s¡1. The three models
also tend to over-predict wind velocity inside the PBL, except for IOP 17 with UM,
but very signi� cantly in the case of IOP 11. This overestimation inside the PBL may
be caused by too low a dissipation of momentum, especially in the presence of strong
surface winds as are observed within midlatitude storms. Such de� ciencies of current
boundary-layer parametrizations at high wind speeds were pointed out by Eymard et al.
(1999) for instance.

As a summary of this subsection dealing with standard meteorological � elds, we
can conclude that the three models are in rather good agreement with each other, but
also with respect to the radio- and dropsoundings performed during FASTEX. The
only systematic and signi� cant deviations between models and observations that can
be pointed out are a warm bias in the PBL of HIRLAM, a warm bias in the upper
troposphere of Méso-NH, and an overestimation of the wind speed inside the PBL.

(b) Clouds and precipitation

(i) Model intercomparison. One of the main purpose of this mesoscale model inter-
comparison was to study the representation of cloud and precipitation � elds.

A � rst illustration of the results from the simulations as regards clouds, is given
in Fig. 6 which shows the 12-hour forecast vertically integrated amounts of cloud
condensate, in the IOP 11 case. The intercomparison is split into two steps: the vertically
integrated cloud condensate is � rst plotted for Méso-NH (a), and HIRLAM (b), then the
total content in cloud condensate plus snow is shown for Méso-NH (c), and UM (d). This
distinction is necessary because the UM prognostic ice � eld encompasses both cloud ice
and snow. Rain content is not included in this comparison, because it is not a prognostic
variable neither in HIRLAM, nor in the UM. The MSLP � eld is also plotted in Fig. 6.

It should be emphasized here that, aside from possible differences in the dynamics
and in the treatment of diffusion, panels (a) and (b) are expected to result from the
subtle balance of condensation and ice-to-snow processes, so that differences may be
very sensitive to differences in the conversion parametrizations. On the other hand,
differences between panels (c) and (d) are expected to be mainly related to differences in
the balance between condensation and ice sedimentation. Indeed, the typical values of
fall velocity for ice/snow (0.5–1.5 m s¡1) imply that beyonda spin-up time of 3 hours the
total amount of condensate—which mainly consists of ice/snow in the studied cases—is
practically governed by the ice sedimentation parametrization used in the model. This
was demonstrated by Forbes et al. (2000) from simulations of IOP 16 with UM. Both of
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Figure 6. 12-hour forecast total cloud condensate from Méso-NH (a), and HIRLAM (b), and 12-hour forecast
total cloud condensate plus snow from Méso-NH (c), and UM (d), for FASTEX IOP 11. Forecast was started at
1200 UTC 5 February 1997. Mean-sea-level pressure is also plotted (isobars every 5 hPa). Isolines correspond to
0.1, 0.3, 0.5, 0.7, 1, 2 and 5 kg m¡2, with a darkening grey shading for values above 0.1 kg m¡2. See text for

further explanation.

these processes are uncertain, but ice sedimentation rates are probably better quanti� ed
than autoconversion and aggregation/accretion rates.

A comparison of Figs. 6(a) and (b) indicates that the regions of high cloud-
condensate amount (up to 1 kg m¡2) lie to the north-east of the MSLP minimum in
both Méso-NH and HIRLAM. Besides, similar, very narrow cloud bands, are simulated
along the axis of the surface trough which corresponds to the south-west to north-east
stretching of the MSLP minimum. The two narrow cloud bands that appear in the south
of the domain, east of the surface trough, in Méso-NH, are also present in HIRLAM,
although they are less sharp. However, some differences can be found between the two
maps. Inside the area which is located about 150 km south-east of the low centre, Méso-
NH produces cloud condensate amounts that locally exceed 0.7 kg m¡2, whereas no
such pattern is seen in HIRLAM. In addition, although Figs. 1 and 2 suggested a rather
good collocation of Méso-NH and HIRLAM warm fronts, the associated Méso-NH
cloud pattern is somewhat shifted to the south compared with the HIRLAM one.

When Méso-NH is compared with UM (Figs. 6(c) and (d)) in terms of total cloud
condensate plus snow amount, the agreement seems rather satisfactory. In the northern
half of the domain, the structure, but also the values, of the simulated � elds look rather
similar. For instance, the regions with � eld values larger than 0.5 kg m¡2 are roughly
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Figure 7. Same as in Fig. 6, but for FASTEX IOP 16. Forecast was started at 0000 UTC 17 February 1997.

collocated. Nonetheless, it should be noted that the highest values attained are larger
with UM, than with Méso-NH. In the southern part of the domain, the agreement
between the two models is not as good, since, behind the surface trough, Méso-NH
has a tendency for generating a series of parallel cloud bands which have the same
orientation as the 850 hPa relative-vorticity bands from Fig. 1(b). Such cloud bands are
not simulated by UM which produces a smoother and more homogeneous cloud � eld.
Again, this may be partly due to a stronger horizontal diffusion which may remove
small-scale variability in UM. Lastly, both Méso-NH and UM simulate a narrow cloud
band just ahead of the surface trough, though with higher values in Méso-NH.

Figure 7 displays the same � elds as Fig. 6, but for the IOP 16 case. In the same way
as for Fig. 6, the � elds from panels (a) and (b), on one hand, and from panels (c) and
(d), on the other hand, seem to agree fairly well. In particular, the cloud head which was
observed during IOP 16 (Forbes et al. 2000), is clearly simulated by the three models,
but its presence becomes even more conspicuouswhen one looks at the cloud condensate
and snow � eld, especially with UM. The cloud-free tongue, wedged between the cloud
head and the main frontal cloud band, is associated with the dry intrusion which was also
well observed during IOP 16 (Forbes et al. 2000). It should be underlined that integrated
cloud water amounts locally exceed 5 kg m¡2 in the cloud head simulated by UM, but
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Figure 8. Temporally and spatially averaged vertical pro� les of cloud condensate (Qc, (a)) and cloud condensate
plus snow (Qc C Qs , (b)), for FASTEX IOP 11. Same � elds for IOP 16 in (c) and (d), and for IOP 17 in (e)
and (f), respectively. Curves for UM, Méso-NH, and HIRLAM are shown with solid, dotted, and dashed lines,

respectively. Contents are expressed in g kg¡1 . See text for explanation of acronyms.

that Méso-NH produces higher values than UM inside the wide cloud band associated
with the trailing cold front.

In addition to this intercomparison of vertically integrated cloud � elds, one should
also compare the vertical distributions of condensed water/ice. For this purpose, aver-
aged pro� les of the 12-hour forecast � elds were computed over the entire LAM domain
(excluding boundaries). In all three studied cases, the clouds are mainly embedded in
the warm sector of the synoptic perturbation. Possible smearing effects associated with
the horizontal averaging of signals coming from different altitudes (especially freezing
effects) should, therefore, remain negligible. It was also checked that the amounts of
cloud condensate and surface precipitation in a system-relative framework are almost
constant in time after a few hours of integration, which indicates that the model spin-up
is already over well before the considered 12-hour forecast range. Figure 8 displays the
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resulting vertical pro� les of cloud condensate and cloud condensate plus snow for the
three IOP cases.

For all IOPs, the condensate pro� les show remarkably similar general magnitudes
when one considers the markedly different microphysics schemes. However, the pro-
� les from HIRLAM and Méso-NH look substantially different in shape: whereas in
HIRLAM, cloud condensate regularly increases downwards, the pro� le in Méso-NH
exhibits a local minimum around 700 hPa. Furthermore, it seems relevant to note that
above 500 hPa, the average cloud ice amount is lower in HIRLAM than in Méso-NH.

The values and shapes of the Méso-NH and UM pro� les of cloud condensate plus
snow are in broad agreement. In the upper troposphere (500–200 hPa) Méso-NH has a
little more condensate, while below 500 hPa the UM has more than Meso-NH; the peak
also occurs at a slightly higher altitude. Forbes and Clark (2003) show that there are
two dominant factors determining the vertical pro� le of condensate mixing ratio in the
region of a system where the terminal fall speed of condensate exceeds the updraught
speed. The � rst is the area-average upward water-vapour � ux assuming saturated ascent.
This equals, within an additive constant, the area-average downward � ux of condensate.
The second factor is the average terminal velocity of the condensate. The ratio of these
two determines the basic shape of the condensate pro� le. Other changes in the pro� le
due to the microphysics are only of the order of the supersaturation with respect to ice,
typically around 10%.

The different shapes of the mean condensate pro� le can, therefore, be interpreted
as resulting, primarily, either from systematic differences in the underlying dynamics or
from differences in the parametrization of terminal velocity. Since Meso-NH has three
ice prognostics, the UM one, and HIRLAM a diagnostic split between ice and cloud
water, signi� cant differences in the effective terminal velocity are to be expected. As
an example, Fig. 9 shows the vertical pro� les of domain-averaged frozen condensate
� ux for Méso-NH and the UM (liquid cloud obviously would contribute nothing to
the condensate � ux pro� le, and differences in rainfall � ux are of little relevance to this
comparison). It is evident that the total � ux agrees very well between the models, though
a little of the difference suggested in the condensate pro� le remains. This suggests that
gross differences in the underlying dynamics are not contributing to the differences
in condensate pro� le, but rather the different effective fall velocities. The separate
components in the Méso-NH scheme are also shown to illustrate the small contribution
from ice (which makes up much of the condensate mixing ratio at upper levels) and the
signi� cant graupel contribution at lower levels. Similar � gures could be shown for the
other two cases.

(ii) Validation against Meteosat. Meteosat infrared imagery was utilized for the pur-
pose of validating the simulated clouds. As mentioned in section 2(d), the more and
more commonly used model-to-satellite approach was adopted, which consisted here
of the of� ine computation of pseudo 10 ¹m–13 ¹m Meteosat BTs from the model’s
state, thanks to Morcrette’s radiative-transfer model (1991). Although the assumptions
on the ice particle size distributions are of course different in Morcrette’s radiative cal-
culations to each of the mesoscale models, Chaboureau et al. (2000) showed that this
method could be successfully applied to validating forecasts from Méso-NH. It, there-
fore, provides a simple and ef� cient tool for intercomparing our three mesoscale models.
The major limitation of its applicability in the present case occurs in regions of strong
convection, since the convective clouds which are diagnosed by the models, are not
allowed to impact directly on the BT retrievals. In extratropical cyclones, the validation
procedure should, therefore, be performed outside the unstable cold air masses that are
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Figure 9. Temporally and spatially averaged vertical pro� les of the downward � ux of frozen condensate for
FASTEX IOP 16. Curves for UM and Méso-NH are shown with solid and dotted lines, respectively. The
contributions from ice, snow and graupel to the total � ux are also shown for Méso-NH with linestyles as indicated

in the legend. Contents are expressed in (m g) (kg s)¡1. See text for explanation of acronyms.

located in the wake of the main stratiform cloud system. It may also be relevant to recall
that IR BTs are strongly and negatively correlated with the cloud-top heights.

Figure 10 gives a comparison of the 12-hour simulated IR BTs, as retrieved from
the mesoscale models, with the values observed by Meteosat in the IOP 11 case. The
mean model–satellite BT biases are equal to C1.5, ¡11.5 and C10.2 K, for UM, Méso-
NH and HIRLAM, respectively. These biases, together with a visual comparison of the
plots, indicate that UM agrees well with the satellite measurements, while Méso-NH
cloud tops extend too high. On the other hand, HIRLAM suffers from a systematic
overestimation of BTs. This latter result is consistent with Fig. 8, and suggests that the
actual upper-level cloud condensate should lie in between the HIRLAM and Méso-NH
values. The more speckled aspect of HIRLAM BTs is attributed to the combination
of the higher spatial variability of the vertical velocity in this model with the use of a
diagnostic cloud scheme which implies a more direct response of the cloud � elds to the
dynamics.

Figure 11 displays simulated and observed BTs for IOP 16. The corresponding
mean model–satellite BT biases are equal to C4.7, ¡0.9 and C8.4 K. For this case, UM
and again HIRLAM tend to over-predict BTs, while on average Méso-NH values match
the observations very nicely. One can also note that the western side of the simulated
cloud head is correctly located, whereas its eastern edge lies too far away from the
polar-front cloud band in the models.
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Figure 10. Validation of simulated infrared BTs from UM (a), Méso-NH (b), and HIRLAM (c), against Meteosat
observed values (d), for FASTEX IOP 11, at 0000 UTC 6 February 1997. Isolines are drawn every 9 K, darker
shading corresponds to colder BTs, and white areas indicate BTs larger than 272 K. See text for explanation of

acronyms.

(iii) Validation against observed surface precipitation. As the IOP 16 simulation
domain encompassed Ireland and part of Great Britain, precipitation measurements from
ground stations were used for validating the forecast 6-hour accumulated rainfall at
1200 UTC 17 February 1997. Data were available from 144 stations, distributed rather
homogeneously over land. In order to make the comparison easier, the approach of
interpolating the 11 km modelled precipitation � eld at each observation location was
adopted, which yielded 144 simulated rainfall values.

Figure 12 shows the frequencies of the 6-hourly surface rainfall values for the
station observations and for the three mesoscale models. For all models there are too few
points with precipitation lower than 1 mm. This lack of very light precipitation is more
pronounced in HIRLAM and UM than in Méso-NH. On the contrary, the frequency
of occurrence of rainfall amounts between 1 and 5 mm is higher in the simulations
than in the observations. The frequency of occurrence of moderate precipitation (5–
10 mm) matches the observations with HIRLAM, is overestimated in UM and clearly
underestimated in Méso-NH. Rainfall amounts between 10 and 15 mm are more
frequent in all three models than observed. Lastly, the number of points with heavy
precipitation (higher than 15 mm) in HIRLAM is very close to the observed number,
while UM and Méso-NH have too few of them.
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Figure 11. Same as in Fig. 10, but for FASTEX IOP 16, at 1200 UTC 17 February 1997.

Figure 12. Frequency distributions of the 6-hour accumulated rainfall amounts from observations (SYNOP)
and from each one of the mesoscale models, at 1200 UTC 17 February 1997 (FASTEX IOP 16). Five classes of

precipitation values are considered here. See text for explanation of acronyms.
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Figure 13. Model–observation mean biases for four classes of observed 6-hour accumulated precipitation
amounts, at 1200 UTC 17 February 1997 (FASTEX IOP 16): UM (white), Méso-NH (grey), and HIRLAM (dark
grey). Precipitation ranges are reported below or above the corresponding bars, and the number of observations
in each class is indicated in parentheses. Biases, are expressed in mm per 6 hours. See text for explanation of

acronyms.

Since the frequency distribution of Fig. 12 cannot account for the spatial distribution
of the rainfall values, the model¡observation mean biases were also computed for
four classes of observed precipitation amounts, and are displayed in Fig. 13. From
this � gure, it is obvious that all models overestimate precipitation below 5 mm, which
is consistent with the widening of the models probability density function (PDF)
distributions in Fig. 12. Between 5 and 10 mm, no systematic bias is found in the
simulated precipitation. Lastly, the heaviest observed rainfall amounts seem to be
dramatically under-predicted by the three models. This result is in agreement with the
lower frequencies of the simulated precipitation above 15 mm in Fig. 12. A larger
statistical sample would help to con� rm this � nding. As a summary, Fig. 12 and Fig. 13
suggest that the models do not produce enough extreme low or high precipitation,
compared with observations.

(iv) Validation against airborne-radar data. Several attempts were made to validate
high-resolution simulations of the studied FASTEX cases that were obtained with the
ARPEGE model, against the airborne X-band-radar data. The comparison was applied
to horizontally and temporally averaged quantities in order to � lter out the natural
variability of the radar data.

The � rst method consisted of a comparison of the precipitation contents of the
model with equivalent measurements that were retrieved by the CETP¤ from the
combined radar and dropsonde data. At all vertical levels available, the simulated
precipitation contents turned out to be about twice as large as the radar retrievals.

The alternative approach of comparing the radar re� ectivities with values calculated
from the model state, led to the conclusion that the radar and model re� ectivities agreed
within a couple of dBZ inside rainy layers, but exhibited a negative bias at snowy levels
which increased with height (up to ¡10 dBZ at 5500 m).

In view of the contradictory results of the two approaches, it seems impossible to
draw any clear conclusion on the correctness of the 3D precipitation contents that are
given by the models. The dif� culty in reaching a conclusion is also enhanced by the
high uncertainty in the 3D precipitation retrievals from the radar (� rst approach), as

¤ Centre d’études des Environnements Terrestres et Planétaires, Vélizy, France.
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Figure 14. Vertical pro� les of apparent heat source (Q1) and apparent moisture sink (Q2), as computed from UM
(solid), Méso-NH (dotted), and HIRLAM (dashed), over the last 6 hours of each mesoscale simulation. Panels (a)
and (b): Q1 and Q2 for FASTEX IOP 11; (c) and (d): Q1 and Q2 for IOP 16; (e) and (f): Q1 and Q2 for IOP 17.

Heating rates are expressed in K day¡1. See text for explanation of acronyms.
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well as by the questionable validity of the assumptions on particle number and size
distributions which need to be made for calculating the re� ectivities from the model
(second approach).

These are the reasons why no quantitative validation of the mesoscale simulations
against radar data is shown in this paper.

(c) Heat and moisture budgets
The apparent heat source and the apparent moisture sink, respectively denoted

Q1 and Q2, provide a good way for estimating the sensible and latent heating of
the atmosphere due to all processes that are parametrized in a given model (e.g.
Redelsperger et al. 2000). In other words, these two quantities are equal to the sum of
the contributions from large-scale and convective condensation, radiation (only in Q1),
and subgrid-scale vertical and horizontal turbulent mixing. In this study, Q1 and Q2,
which were computed from the output of each mesoscale model, were based on spatial
averages over the entire integration domain (excluding boundary zones), and over the
time interval between forecast times C6 and C12 hours.

Figure 14 displays the vertical pro� les of Q1 and Q2 for the three IOP cases and
for the three models. As regards Q1, the pro� les look rather analogous from the surface
up to 400 hPa, with a global heating of the bottom half of the troposphere. A similar
peak value between 8 and 10 K day¡1 is found in all cases, with a good agreement
between models as regards its location in the vertical, for all IOPs. Above 400 hPa,
larger differences are seen between the three models. As far as Q2 is concerned, pro� les
from all three models look very close from the top of the troposphere down to 800 hPa,
for all IOPs, and show the heating due to condensation. Below 800 hPa, Méso-NH
exhibits a behaviour which is dramatically different from the two other models, for all
IOPs. Indeed, although the three pro� les are comparable in shape, the � rst kilometre just
above the surface is characterized by negative values of Q2 in Méso-NH, but positive
values in HIRLAM and UM. Further investigations into this speci� c issue attributed
this discrepancy to the parametrization of turbulence which is fundamentally different
in Méso-NH with respect to UM and HIRLAM. The reason why a turbulent scheme
gives different results from the two others is beyond the scope of this paper. Besides,
there is no indication that the discrepancy in Q2 is able to feedback on the moisture
� elds on the 12-hour time-scale considered here.

4. UPSCALING OF MESOSCALE SIMULATIONS

For the purpose of addressing the questions formulated in the introduction, an
attempt was made to check whether a coarse-resolution AGCM is able to simulate large-
scale � elds which are consistent with the results from the high-resolution runs, averaged
to the AGCM resolution (called ‘upscaled’, in the following).

Since the resolution in climate models is currently close to 300 km, the ARPEGE
AGCM was run with a correspondingT42 spectral truncation, starting from the same ini-
tial conditions as in the mesoscale runs. Given that calculations which were performed
on FASTEX IOP 11 and IOP 16 led to similar results, we will focus here on the IOP 16
simulation.

As a � rst step, the outputs from the mesoscale runs were averaged over a 300 km
grid made of 5 £ 5 boxes. The value of each meteorological � eld inside each one of
these 25, 300 km £ 300 km boxes was de� ned as the spatial average over the 28 £ 28
original mesoscale grid points contained in the coarse-resolution box. Note that the
lateral boundary zones, where the relaxation of the LAM � elds is active, were excluded
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Figure 15. Domain-averaged vertical pro� les of the deviation between the upscaled, 12-hour forecast mesoscale
� elds and the corresponding outputs from the ARPEGE run (see text), at 300 km resolution, for temperature (a),
speci� c humidity (b), zonal wind (c), and meridional wind (d). Curves are shown for UM (solid), Méso-NH
(dotted), and HIRLAM (dashed), and for FASTEX IOP 16. Units are indicated at the bottom of each plot. See text

for explanation of acronyms.

from these calculations. The outputs from ARPEGE were also interpolated at the 25
points of the 300 km grid.

Figure 15 displays the vertical pro� les of the deviations between the upscaled
mesoscale models and the ARPEGE AGCM, averaged over the entire coarse grid, for
the 12-hour forecast temperature, speci� c humidity, zonal wind and meridional wind,
in the IOP 16 case. The three mesoscale models exhibit rather comparable deviations
with respect to the coarse-resolution AGCM for temperature and the two components of
the wind. They are clearly warmer between 600 hPa and the surface, and they generate
stronger winds at all levels, in particular around the tropopause (excess of up to 4 m s¡1).
In terms of speci� c humidity, the deviations are very similar down to 700 hPa, but
contrary to UM and Méso-NH, HIRLAM is drier than the AGCM inside the PBL.

In addition to the domain-averaged deviations presented in Fig. 15, it also seems im-
portant to study the degree of spatial homogeneity of these departures, and in particular
to determine whether they depend on the location inside the cloud system. First, Fig. 16
displays various 12-hour forecast � elds from the upscaled mesoscale simulations and
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Figure 16. 12-hour forecast vertically integrated condensate amount (grey shading), 850 hPa temperature (thin
dashed lines), and mean-sea-level pressure (thin solid lines), from the upscaled runs with UM (a), Méso-NH (b),
and HIRLAM (c), and from the 300 km resolution ARPEGE run (d), for IOP 16 at 1200 UTC 17 February 1997.
The thick dashed and solid lines in (d) respectively delimit regions 1 and 2 mentioned in the text. The isolines
for condensate are plotted for 0.05, 0.1, 0.3, 0.5, 0.7 and 1 kg m¡2. Isotherms are shown every 1 ±C, and isobars

every 2.5 hPa. See text for explanation of acronyms.

from the 300 km ARPEGE run. The superimposed � elds are the vertically integrated
condensate amount, which includes snow in all cases except HIRLAM, the 850 hPa
temperature, and the MSLP. The structures of the temperature and MSLP � elds look
rather comparable in all simulations, although the MSLP low seems somewhat deeper
(by about 3 hPa) and the warm sector more pronounced in the three mesoscale models
than in the AGCM. The comparison of panels (a), (b) and (c) with panel (d) suggests that
the cloud system which is simulated with ARPEGE at coarse resolution agrees fairly
well with the cloud system obtained with the high-resolution models. Therefore, the
primary generation of large-scale cloud and precipitation seems to be properly resolved
in the AGCM, even though the condensate amounts are a little lower in the AGCM than
in UM and Méso-NH. One should keep in mind here that the HIRLAM condensate does
not include snow and cannot, therefore, be quantitatively compared with the � eld values
from the other models. It is worth noticing that even after the upscaling procedure, some
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Figure 17. Vertical pro� les of the deviations between the upscaled mesoscale models and the 300 km resolution
ARPEGE atmospheric general-circulation model, averaged over region 1 for temperature (a) and speci� c humidity
(b), and over region 2 for temperature (c) and speci� c humidity (d). Regions 1 and 2 were de� ned in Fig. 16(d),
and pro� les are shown for UM¡ARPEGE (dot), Méso-NH¡ARPEGE (dash), and HIRLAM¡ARPEGE (dot-
dash), for the IOP 16 case at 1200 UTC 17 February 1997. Also shown is the comparison of a 20 km ARPEGE
simulation with the 300 km ARPEGE reference run (solid). Temperature deviations are in kelvin, and speci� c

humidity deviations g kg¡1 . See text for explanation of acronyms.

remnants of the IOP 16 cloud head are present in UM, and to a lesser extent in Méso-NH
as well, which cannot be found in the AGCM run. This suggests that some contributions
from subgrid-scale processes are still not adequately parametrized in the latter model, in
particular the generation of precipitation in the cloud head which involves small-scale
frontogenesis. It is, however, not clear how the effects of such unresolved frontogene-
sis should be parametrized. Given that there is no signi� cant spatial shift between the
temperature, MSLP, and cloud main patterns, it becomes possible to compute averages
over sub-domains of the cloud system that are meteorologically comparable among the
models. A preliminary study of the 25 individual boxes of the 300 km grid has led to the
de� nition of the two regions shown in Fig. 16(d), which respectively correspond to the
eastern wake of the system characterized by cold and dry air (region 1, encompassing
eight boxes), and to its warm and cloudy sector (region 2, encompassing nine boxes).



FASTEX MESOSCALE SIMULATIONS: VALIDATION AND UPSCALING 1867

Vertical pro� les of the region-averaged deviations between each upscaled mesoscale
model and the ARPEGE AGCM are plotted in Fig. 17 for temperature and speci� c
humidity over both regions. Figure 17 points out totally different departures for both
temperature and speci� c humidity inside the two regions of the cloud system. The de-
viations between a 20 km run with ARPEGE (local resolution over the IOP 16 domain)
and the ARPEGE 300 km simulation are also plotted to help estimate to what extent the
biases are due to differences in the models parametrizations or rather to some systematic
de� ciencies in the representation of subgrid-scale processes at coarse resolution.

In the cold and dry region (region 1), all upscaled mesoscale models are colder
than the coarse AGCM inside the PBL, warmer between 600 and 800 hPa, substantially
colder between 300 and 600 hPa, and warmer again above 300 hPa. At the same time,
the three mesoscale models are signi� cantly drier than ARPEGE below 600 hPa, with a
maximum negative departure at the top of the PBL (around 800 hPa). In the warm and
cloudy sector (region 2), the mesoscale models are warmer than ARPEGE between the
surface and 300 hPa, moister between the surface and 500 hPa, and have larger cloud
condensate amounts (see Fig. 16). This is consistent with the fact that the mesoscale
models have stronger ascents in the midtroposphere (not shown) than the large-scale
AGCM. From 300 hPa up to 150 hPa, the mesoscale models get colder than the AGCM,
which is the result of an enhanced radiative cooling at cloud tops in the former models.
It is worth noticing that the pro� les which were also computed over the cloudy region of
IOP 11 (not shown), turned out to be very close to the pro� les of Figs. 17(c) and (d). One
should note that the deviations in the case of the ARPEGE high-resolution simulation
are comparable to the ones obtained for the mesoscale models. This is particularly
true for temperature above 500 hPa as well as for speci� c humidity at all levels. One
can, therefore, conclude that the deviations do not originate from differences among
models. The fact that the shapes of the deviation curves differ so much in the two highly
dissimilar regions 1 and 2, suggests the existence of some systematic de� ciencies in
the coarse AGCM that strongly depend on the occurrence of thick layer clouds. Future
work should � rst aim to isolate which processes are responsible for these de� ciencies
in both cloud-free and cloudy regions. Then, one should try to determine whether these
deviations could be cured by a mere retuning of the AGCM parameters, or whether
they are due to either inadequate parametrizations or a missing representation of some
subgrid-scale processes in the model.

5. CONCLUSIONS

Three FASTEX synoptic cloud systems were simulated over 12 hours with three
mesoscale models, at an 11 km horizontal resolution and with between 45 and 52
vertical levels. A rather good coherence was found between the models, as regards the
spatial structure of the dynamical � elds, with the simulation of the same main vorticity
bands, and similar MSLP patterns. The intercomparison of the three models and their
individual validation against radio- and dropsoundings, underlined their rather similar
behaviours. However, a better agreement was found in the comparison of UM and Méso-
NH versus Meteosat BTs. The validation against sondes also indicated an overestimation
of wind speeds in the lowest 2 kilometres, for all models, which may advocate a slight
retuning of their parametrizations of the vertical transport of momentum inside the
planetary boundary layer. The comparison of the simulated precipitation amounts with
rain-gauge observations showed that the three mesoscale models tend to underestimate
both very weak and very high rainfall amounts, while moderate precipitation (5–10 mm
(6 hours)¡1) is rather well forecast.
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The comparison of the upscaled mesoscale � elds, taken as a reference, with corre-
sponding outputs from the ARPEGE AGCM run at a climate-like horizontal resolution,
allowed it to be pointed out that the AGCM ‘biases’ depend on the location inside
the cloud system, with for instance, totally different vertical pro� les inside the warm
cloudy sector and the cold dry wake. Further efforts should be dedicated to the detection
and understanding of these systematic AGCM de� ciencies in coarse-resolution simula-
tions of other typical meteorological events. Then, the retuning of already implemented
parametrizations or the development of new ones should eventually help to improve the
results of climate models.

It seems also very interesting to underline that in spite of the dramatically different
formulations of the models used in this study (hydrostatic versus non-hydrostatic,
limited-area versus global, different parametrizations of microphysics and turbulent
mixing), rather coherent results were obtained with all models. The differences between
the mesoscale models would probably become larger if the simulations were run over
a longer period of time, but their spatial structure would be similar as indicated by
preliminary 18-hour simulations with UM. However, the coherence found among the
mesoscale models is con� rmed by the remarkable similarity of the derived ‘biases’ in
the low-resolution AGCM, which suggests that these biases are a robust demonstration
of an absence of treatment of some unresolved processes, like small-scale frontogenesis.
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